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Gravitational waves detection problem
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Rare and weak signals in complex 
background:  non-Gaussian non-stationary
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Glitches zoo
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Credits: Gravity Spy dataset

1080 Lines 1400 Ripples Air Compressor Blip Paired Doves
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Whistle

https://www.sciencedirect.com/science/article/pii/S0020025518301634
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Work presented here

Classification of segments of data


Time-series representation


Training on real data 


Focus on single detector periods


Analysis of L1 single detector periods in O1


Previous works aim mainly at multi-detector analysis


Paper available at: A Trovato et al 2024 Class. Quantum Grav. 41 
125003
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Time series

Spectrogram

https://iopscience.iop.org/article/10.1088/1361-6382/ad40f0
https://iopscience.iop.org/article/10.1088/1361-6382/ad40f0
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Single-detector time
Glitch impact on sensitivity is larger during single-detector periods as 
coincidence with additional detector is impossible. Can machine learning help?


Single-detector time:


~2.7 months in O1+O2; ~1.6 months in O3: ~ 2.4 months in O4a
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11/2016 -> 08/2017 (~9 months)

04/2019 -> 03/2020 (~1 year)

O1

O2

O309/2015 -> 01/2016 (~4 months)

O4

05/2023 -> 01/2024 (~ 8 months)
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Training data: 3 classes
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Segments of glitches and “almost Gaussian” noise data samples from the one month of LIGO O1 run 
(downsampled to 2048 Hz), whitened by the amplitude spectral density of the noise.

Real detector noise from real data 
when nor glitches nor signals nor 
injections are present

Real detector noise (selected as 
noise class) + BBH injections

Data containing glitches

(glitches inferred from 2+ detector 
periods with gravity spy and cWB)

Noise

Signal

Glitch
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NN architectures
CNN : Convolutional Neural Network


Similar choice to previous works


TCN : Temporal Convolutional Network 


IT : Inception Time


After a rough optimisation of the hyperparameters of each model, we fixed 
them and trained and tested the same model 10 times, choosing the model 
with the highest ROC (see next slides)
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• Modern architectures based on CNN but 
conceived for time series classification


• Applied to this problem for the first time

Input time series data

Neural network

Probability for each of the three 
classes
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ROC curves

8

# signal samples with Ps above some threshold
Tot signal samples # noise + glitch samples with Ps above some threshold

Tot duration[s] noise + glitch samples
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Classification efficiency vs SNR for  fixed FAR
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• TCN and IT perform similarly and outperform CNN 

• Efficiency better than 0.5 for SNR>9 at this level of FAR 

• (1 alarm per 105 s =  0.864 alarms per day)


Only the best 
model out of the 

10 repetitions  
considered for 

each architecture
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Trigger selection cut
We focus on the stricter cut that we can consider: Ps=1 at machine 
precision (single-precision floating-point format)


With this cut we have:


The FAR level reached is compatible with our initial goal: 2 false alarms 
per day => FAR = 2.3 x 10-5 s-1
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CNN TCN IT
Noise+glitch  samples with Ps=1 0 1 2

Equivalent FAR [s-1] < 1.7 x 10-6 1.7 x 10-6 3.4 x 10-6

Equivalent FAR in days < 1/(7 days) 1/(7 days) 1/(3 days)

Signal classification efficiency 65% 76% 76%
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Analysis of the remaining 3 months of O1
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• Ps = 0             ->  𝜆 = 0

• Ps = 1             ->  𝜆 ➞ ∞ 

• Ps = 1 - 10-6   ->  𝜆 = 6

Classifier IT GW150914 identified with Ps =1 
by all networks 

GW151012 was detected by 
LVK in L1 with a SNR~6 (our 

training set has a minimum of 8) 

GW151226 has masses not in the 
range used in our training set 

• We applied the 3 networks to the remaining 3 months of L1 in O1 excluding the 1 month period 
already used for training and testing and know injections


• Periods around known GW detections have been examined separately

𝜆 =

Selected triggers
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Triggers found in the remaining 3 months of O1
Selection cut: Ps=1


Only one event common to the three analyses: L1-only at  
GPS=1135945474.0 (2016-01-04 12:24:17 UTC)
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CNN TCN IT
Samples with Ps=1 in single-det time 2 14 2
Samples with Ps=1 in double-det time 2 91* 7
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Is it a Blip?
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Classifier IT

Segments labeled as Blips 
by GravitySpy

• Gravity Spy finds a Blip at 1135945474.373


• In general the population of Blips compatible with background: Jan 4 outlier for this population  
Blip example

Jan 4, 2016
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Has it an astrophysical origin?
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Checks that the transient signal is compatible with a GW waveform model


Bayesian parameter estimation: Bilby


Independent check: denoising convolutional neural network by Bacon et al 2023 
Mach. Learn.: Sci. Technol. 4 035024 

Residual after subtraction of Bilby waveform

https://iopscience.iop.org/article/10.3847/1538-4365/ab06fc
https://iopscience.iop.org/article/10.1088/2632-2153/acd90f
https://iopscience.iop.org/article/10.1088/2632-2153/acd90f
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Corner plot
GPS = 1135945474.373+0.076

−0.07

SNR = 11.34+1.8
−1.6

ℳ = 30.18+12.3
−7.3 M⊙

m1 = 50.7+10.4
−8.9 M⊙

m2 = 24.4+20.2
−9.3 M⊙

χeff = 0.06+0.4
−0.5

dL = 564+812
−338 Mpc

Consistent with BBH population 
observed so far
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Conclusion
Architectures specifically designed for time-series classification, such as IT or 
TCN, outperform the standard CNN typically used so far


1 month of O1 L1 data used for training and testing: obtain reasonable noise 
rejection and detection efficiencies on single-detector data


Labeled dataset available on zenodo: https://zenodo.org/records/11093596


Application of the models on the remaining 3 months of O1 L1 data


All the classifiers independently detect on January 4, 2016


Possible astrophysical origin investigated and looks plausible


In the past other papers have investigated this event (Alexander H. Nitz et al 
2020 ApJ 897 169)


Currently working on O1 data from H1 + p-astro calculation
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https://zenodo.org/records/11093596
https://iopscience.iop.org/article/10.3847/1538-4357/ab96c7
https://iopscience.iop.org/article/10.3847/1538-4357/ab96c7
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Training and testing datasets
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• 1 month of L1 data without know GW detections 
(between Nov 25, 2015 and Dec 25, 2015)


• Segments of fixed duration: 1 second 
• Bandpass filter [20,1000] Hz

• No superposition between segments

• Glitch position random in the segment (if short 

duration, fully contained) or tailing over multiple 
segments if duration > 1 s


• Samples for training:

• Noise: 2.5e5

• Signal: 2.5e5

• Glitch: 0.7e5 


•  Samples for testing:

• Noise: 5e5

• Signal: 5e5

• Glitch: 0.8e5

Signal injection:

• Position random in the segment but almost fully 

contained

•  Type pf signal: (BBH, waveform model SEOBNRv4)


• m1,m2 ∈ (10,50) M⊙ & m1+m2 ∈ (33,60) M⊙ 

• SNR ∈ (8,20) 
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Has it an astrophysical origin?
Checks that the transient signal is compatible with a GW waveform model


Bayesian parameter estimation: Bilby


Independent check: denoising convolutional neural network by Bacon et al 2023 
Mach. Learn.: Sci. Technol. 4 035024 
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Signal Signal + noise

Enconder and decoder are CNNs

Denoising: model that takes 
noisy signals and returns clean 
signals

https://iopscience.iop.org/article/10.3847/1538-4365/ab06fc
https://iopscience.iop.org/article/10.1088/2632-2153/acd90f
https://iopscience.iop.org/article/10.1088/2632-2153/acd90f
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ML used for GW signal detection
Lot of literature see e.g. this page: https://iphysresearch.github.io/
Survey4GWML/#fn:174
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➡ Example: M. B. Schäfer 
et al. Phys. Rev. D 107 
(2023) 023021


✓ Multi-detector 
search

https://iphysresearch.github.io/Survey4GWML/#fn:174
https://iphysresearch.github.io/Survey4GWML/#fn:174
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.107.023021
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.107.023021
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.107.023021
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.107.023021
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ROC curves
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• Shaded area between the highest and the lowest ROC curves obtained for each model in the 10 repetitions of 
train and test


• “IT with softmax” refers to IT model with softmax activation function applied at the last fully connection layer 
during training.
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Probability to be classified as signal 
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Probability to be classified as signal can be used as test statistic

• Noise and glitch classes looks similar in all cases because in general the networks are not able 
to distinguish between glitch and noise (so they behave as only one class actually)


• We decided to focus on the signal identification and sum up noise + glitch 
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Softmax activation
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Noise

Noise + signal

Layers of the 
network

Fully 
Connected 

Layer

Psignal , Pnoise, Pglicth

Not normalised

Softmax 
activation

Psignal , Pnoise, Pglicth

Normalised

During the 
training this goes 
to the loss 
function which 
get optimised 

• We removed the use of the softmax activation step during the training, so that the loss function receives 
directly the output form the fully connected layer


• This was useful because often the membership probabilities in output of the softmax activation are close to 
one and their numerical precision can create problems and TCN and IT had an improvement when removing 
this activation


• However when all the training is done the final output of the last epoch needs the use of only one last softmax 
activation to get normalised membership probabilities
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Single-precision floating-point format

Single precision = significand precision: 24 bits (23 explicitly stored)


The closest Ps can get to 1 (without being 1) is Ps = 1 - 2-24


When calculating lambda out of it one gets: -log10(1 - Ps) = 7.22
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CNN used as starting point
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CNN used: small network with 4 convolution layers (with dropouts and pooling) used as 
classifier to distinguish the 3 classes: noise, noise+signal, glitches  

Output: probability of 
belonging to each class

Noise

Noise + signal

Glitch

Layer # 1 2 3 4 5
Type Conv Conv Conv Conv Dense

Filters 256 128 64 64 -
Kernel 

Size
16 8 8 4 -

Strides 4 2 2 1 -
Activation relu relu relu relu softmax
Dropout 0.5 0.5 0.25 0.25 -
Max Pool 4 2 2 2 -

Convolutional  
Layers

Fully 
Connected 

Layer

Optimiser: Adam
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Temporal Convolutional Network
Web page: https://github.com/philipperemy/keras-tcn


Paper: https://arxiv.org/abs/1803.01271


Easy to install: pip install keras-tcn

27

Arguments of the TCN

Same number of filters and 
kernel size in all the layers

By default 6 layers

Pay attention to the receptive field (you how far the 
model can see in terms of timesteps)

Results given here: nb_filters=32, kernel_size=16
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Inception time
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https://arxiv.org/abs/1909.04939)

https://arxiv.org/abs/1909.04939
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CNN
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